**Вопросы по курсу «Теория эконометрики» 2019.**

1. Понятие парной регрессии. Типы данных (пространственные и временные данные). Объясняемая и объясняющая переменные. Подгонка кривой. Мера отклонения. +
2. Линейная регрессионная модель с двумя переменными. Метод наименьших квадратов. Свойство гомоскедастичности. +
3. Линейная регрессионная модель с двумя переменными. Теорема Гаусса-Маркова (без доказательства). Оценка дисперсии ошибок σ2. Оценка максимального правдоподобия коэффициентов регрессии. +
4. Линейная регрессионная модель с двумя переменными. Статистические свойства МНК оценок параметров регрессии. Проверка гипотезы ![](data:image/x-wmf;base64,183GmgAAAAAAAOAGQAIACQAAAACxWgEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AIKnzdymp83cgMPV3/hVmzwQAAAAtAQAACAAAADIK4AEkBgEAAAAweQgAAAAyCuABhgEBAAAAMHkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AIKnzdymp83cgMPV3/hVmzwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAW8CAQAAADp5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuACCp83cpqfN3IDD1d/4VZs8EAAAALQEAAAQAAADwAQEACAAAADIKgAFpBQEAAABieQgAAAAyCoABFwMBAAAAYnkIAAAAMgqAAUYAAQAAAEh5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABKFAqZoPESACCp83cpqfN3IDD1d/4VZs8EAAAALQEBAAQAAADwAQAACAAAADIKgAE9BAEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAM/+FWbPAAAKACEAigEAAAAAAAAAALzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Доверительные интервалы для коэффициентов регрессии.+
5. Линейная регрессионная модель с двумя переменными. Анализ вариации зависимой переменной в регрессии (TSS, ESS,RSS). Коэффициент детерминации R2+
6. Модель множественной регрессии. Метод наименьших квадратов. Теорема Гаусса- Маркова (без доказательства.).
7. Модель множественной регрессии. Статистические свойства МНК-оценок. Оценка дисперсии ошибок σ2. Распределение s2. Независимость оценок ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAIBCQAAAADwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///7v///9AAQAAGwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAA0WCoKg8RIAIKnzdymp83cgMPV36RdmKQQAAAAtAQAACAAAADIKwAFAAAEAAABieRwAAAD7AoD+AAAAAAAAkAEAAACiBAIAEFRpbWVzIE5ldyBSb21hbgAgqfN3KanzdyAw9XfpF2YpBAAAAC0BAQAEAAAA8AEAAAgAAAAyClMBqQABAAAAiHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAp6RdmKQAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) и s2 .
8. Модель множественной регрессии Анализ вариации зависимой переменной в регрессии (TSS, ESS,RSS). Скорректированный коэффициент детерминации.
9. Модель множественной регрессии. Проверка статистических гипотез.
10. Различные аспекты множественной регрессии. Тест Чоу. Мультиколлинеарность.
11. Различные аспекты множественной регрессии. Коэффициент частной корреляции. Процедура пошагового отбора переменных.
12. Стационарные ряды. Модели ARMA. Понятие временного ряда. Понятие строго стационарного процесса. Три условия для стационарности в широком смысле. Процесс белого шума.
13. Процесс авторегрессии первого порядка *AR(1)*. Условия стационарности процесса авторегрессии первого порядка *AR(1)*.
14. Процесс авторегрессии порядка *p AR(p)*. Оператор запаздывания. Условие стационарности процесса авторегрессии порядка *p AR(p)*.
15. Процесс скользящего среднего порядка *q MA(q)*. Условие стационарности процесса скользящего среднего первого порядка *MA(1)*.
16. Модели авторегрессии – скользящего среднего *ARMA(p,q)*. Условие стационарности модели авторегрессии – скользящего среднего *ARMA(p,q).*
17. Подбор стационарной модели *ARMA* (процедура подбора в общем). Идентификация стационарной модели *ARMA*. Поведение автокорреляционных и частных автокорреляционных функций.
18. Нестационарный процесс авторегрессии – интегрированного скользящего среднего *ARIMA(p,d,q)*. Подход Бокса-Дженкинса построения модели типа *ARIMA(p,d,q)* по реализации временного ряда (4 этапа).
19. Оценивание коэффициентов модели *ARMA*. Оценивание параметров модели *AR(p)* методом наименьших квадратов. Оценивание параметров модели *MA(q)* методом максимального правдоподобия и с помощью процедуры поиска на сетке.
20. Оценивание параметров модели *ARMA(p,q)*: 1) комбинацией метода наименьших квадратов и поиска на сетке на примере процесса *ARMA(2,2);* 2) методом максимального правдоподобия.
21. Диагностика модели *ARMA*. Проверка качества модели. Информационный критерий Акаике (*AIC*). Байесовский информационный критерий (*BIC*).
22. (Продолжение диагностики) Проверка автокорреляции остатков модели *ARMA(p,q)*. Тест Бокса-Пирса (Q‑статистика). Тест Бокса-Льюнга (улучшенная Q‑статистика).
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Спецификация модели. Короткая и длинная регрессии. Замещающие переменные.

Обратимость процессов авторегрессии AR(p) и скользящего среднего MA(q). Сезонные модели ARMA.

|  |
| --- |
| Прогнозирование с помошью моделей ARMA. Безусловный прогноз. Условный прогноз и дисперсия  ошибки прогноза для модели MA (q) |
| Условный прогноз и дисперсия ошибки прогноза для модели AR (p). Процедура постпрогноза |
| Нестационарные временные ряды. Проц с детерминированным полиминальным трендом. Процесс случайного блуждания. Процесс приводимый к стационарному путем выделения линейного тренда(TSP). Процесс приводимый к стационарному путем взятия первой разности(DSP) |
| Различия в поведении процессов TSP и DSP. Гипотеза единичного корня. Проблема принадлежности временного ряда к классу DS/TS (неправильная идентиикация). Методика Дики-Фуллера. Критерий Дики-Фуллера |